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ABSTRACT

Many common machine learning methods such as support vector machines or Gaussian process inference make use of positive definite kernels, reproducing kernel Hilbert spaces, Gaussian processes, and regularization operators. In this work these objects are presented in a general, unifying framework and interrelations are highlighted.

With this in mind we then show how linear stochastic differential equation models can be incorporated naturally into the kernel framework. And vice versa, many kernel machines can be interpreted in terms of differential equations. We focus especially on ordinary differential equations, also known as dynamical systems, and it is shown that standard kernel inference algorithms are equivalent to Kalman filter methods based on such models.

In order not to cloud qualitative insights with heavy mathematical machinery, we restrict ourselves to finite domains, implying that differential equations are treated via their corresponding finite difference equations.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Kernel methods are commonly used in the field of pattern recognition. For example, the authors of Ref. [1] have developed a support vector machine (SVM)-based face detector that works in real time on video data, and Ref. [2] uses SVMs for the tracking of humans with extensive pose articulation. Moreover, unsupervised detection of brain activation patterns is explored by [3] using one-class SVMs. The authors of Ref. [4] determine structured error patterns in microarray data using probabilistic kernel methods, and Ref. [5] uses a similar approach for processing motion capture data. Many such pattern recognition methods use SVMs for binary classification [6–8]. However, kernel methods are also employed for multi-class classification [9], regression [10], novelty detection [11], semi-supervised learning [12] and dimensionality reduction [13]. Gaussian processes (GPs) are the Bayesian versions of kernel methods. They have also been applied to classification [14,15], regression [16,17] or dimensionality reduction [18]. All these kernel methods are built around some common notions and objects, which are explained in this paper in a simple unifying way.

As depicted in Fig. 1, support vector machines can be thought of as follows. They first map the training and test input data into a potentially infinite dimensional feature space, a reproducing kernel Hilbert space (RKHS), and then classify the data with the help of a separating hyperplane. Since there are often many hyperplanes that separate the training data points, SVMs select the hyperplane with the largest margin, that is, the largest distance between the hyperplane and the data points. However, what is the intuitive meaning of distance in this feature space? One way to understand such distances is to explicitly choose a specific feature function \( \Phi \) of which all components have some problem-dependent meaning. However, often the RKHS and its corresponding norm are only defined implicitly via the choice of a kernel function \( k(x,y) = \Phi(x)^T\Phi(y) \). In this case, the interpretation is not as straightforward. It was noted by Ref. [19] that any kernel function is related to a specific regularization operator. The present paper explains this connection in a simple but very general form, and we show how it can help to better understand SVMs and other related kernel machines.

Furthermore, it turns out that for the commonly used Gaussian (RBF) kernel, the feature space is a subset of the space of all functions from the input domain to the real numbers, and the corresponding regularization operator is an infinite sum of derivative operators [20]. We generalize this result and show that all translation-invariant kernel functions are related to differential operators. The corresponding homogeneous differential equations (DEs) are a useful tool for understanding the meaning of specific kernel functions. However, we could also exploit this relation in the inverse direction and construct kernels that are specifically adapted to problems involving DE models. To make this point clearer, let us consider a simple regression example from physics, which can be visualized easily and which we will thus use throughout the paper. Assume that we have acquired...
measurements of a pendulum’s position at given time instances, as depicted in Fig. 2. We are then interested in two problems:

Firstly, we will discuss how to optimally reconstruct the full time course of the pendulum’s position. The pendulum’s dynamics can be described approximately by a simple linear DE, and estimating the full state trajectory from few measurements is equivalent to classical state estimation in linear dynamical systems. For this task one typically employs a variant of the Kalman filter. On the other hand, the problem of reconstructing a function from a finite number of measurements is also the goal of non-parametric regression techniques, such as the kernel-based methods support vector machines/support vector regression (SVR) or GP inference. In this paper, we will show how the knowledge of a model DE can be included into kernel methods, and that these are closely related to Kalman filter-based approaches.

Secondly, we will explore how to learn about properties of the pendulum from the given measurements. In particular this will aim at determining parameters of the DE that characteristically describes the pendulum, a task that is commonly known as linear system identification. We will show how model selection methods for kernel methods such as cross-validation or marginal likelihood optimization can be used for system identification purposes. As for state estimation, these machine learning-inspired approaches turn out to be equivalent to other well-known system identification methods, such as prediction error methods.

Having these two objectives in mind, we will first describe kernel methods in a relatively broad way that is not specifically tailored towards DEs. However, this framework will allow us to straightforwardly understand the close links between linear DEs and kernel methods as a special case. We mostly focus on ordinary linear DEs, also known as dynamical systems, but will also give examples of linear partial differential equations (PDEs). Other linear operator equations could also be dealt with similarly. By DEs we will in this paper always mean stochastic DEs, since these can be nicely incorporated into kernel methods. Stochastic DEs are a superset of normal DEs, since any DE can be converted into a stochastic DE by setting the noise level to zero.

1.1. Finite domains

The current paper is formulated in terms of finite domains. Functions to be estimated are assumed to map finite domains to $\mathbb{R}$ or $\mathbb{R}^n$. In the pendulum example imagine time to be discretized into many small time steps. The use of finite domains thus means that whenever we speak of DEs in this paper we actually mean discretized versions thereof, that is, the corresponding finite difference equations.

In the authors’ opinion, finite domains are just the right level of simplification needed for an easy, yet very far-reaching exposition of the matter. The restriction to finite domains simplifies the required mathematics dramatically. Functions on finite domains are finite dimensional vectors, requiring only simple linear algebra for analysis instead of more involved functional analysis. Existence and convergence of sums/integrals is trivial for finite domains, and point evaluations are described by inner products with unit vectors instead of functionals involving Dirac-delta distributions. Finite domains also allow one to define Gaussian densities for function-valued random variables. This is not possible for infinite dimensional functions, at least not with respect to the standard Lebesgue measure, which does not exist for infinite dimensional function spaces [21].

Despite these important simplifications, little qualitative expression power is lost. Most well-known results on kernels can be easily derived and motivated for finite domains. Reasonably smoothly varying functions can be approximated well by their finite dimensional piecewise-linear counterparts, which, in most cases, allow DEs to be converted straightforwardly into qualitatively equivalent finite difference equations. Finally, there are also some common settings for machine learning that naturally deal with finite domains, for example graph-based or transductive learning.

There are, of course, also certain shortcomings of a finite domain approach. Generally speaking, we cannot answer questions regarding the limiting behaviour for ever smaller discretization steps. Note that while such limiting processes on continuous domains typically exist, see e.g. Ref. [22] for one-dimensional domains, they often have some additional surprising properties, some of which are at first sight in conflict with our understanding of the corresponding model for finite domains. For example, the sample paths of Brownian motion are continuous, yet nowhere differentiable [22]. This implies that the corresponding RKHS norm, defined below, is infinite for each sample path almost surely. While the RKHS is thus a null space under the measure of the continuous time process, the mean of non-parametric regression with a finite number of data points is nevertheless guaranteed to be an element of the RKHS, a very surprising fact. Also, if we define our models via discrete regularization operators or inverse covariances as defined below and then take the limit of step size to zero, then the marginal distributions of these continuous processes are often not identical to the finite distributions. For example, for the linear difference equation $x_i = (1 + A \Delta t)x_{i-1}$ the exact discretization of the continuous analog would be $x_i = \exp(A \Delta t)x_0$. While these expressions are similar for small step sizes $\Delta t$ they are not identical. This fact is sometimes important for computational reasons, since by construction the discrete models often have some sparsity structures in the inverse covariance and these are not, in general, preserved for the marginals.

The aim of this paper is to offer a simple intuitive introduction to the kernel framework and to show its connections to DEs. We thus concentrate solely on finite domains. Note that this means that when speaking of processes in this paper, we just mean distributions...
over functions on a given fixed finite domain. We do not make statements about what happens if one or more points are added to the domain of the model, and the defined processes are not assumed to be marginals of their continuous analogs.

1.2. Overview

The remainder of the paper is structured as follows: after introducing some notation in Section 2, we define in Section 3 a framework of basic objects used in kernel methods, and we explain how these objects are interrelated. Thereafter, we describe the use of these objects for SVR in Section 3.2, for GP regression in Section 3.3, and for vector-valued regression Section 3.4. In Section 4, we discuss a typical kernel-machine regression model and show its relation to linear stochastic DES. We demonstrate how to develop kernel functions from linear state-space models or higher-order DES. We show that the resulting inference methods are equivalent to Kalman filter-based methods. The pendulum and other examples are presented in detail in Section 5. In Section 6 we discuss the practical implications of the link between kernel machines and linear stochastic DES. We summarize our conclusions in Section 7.

For better readability, we have restricted the main part of the paper to real-valued kernels, and postpone the more natural, slightly more technical treatment involving complex numbers to Appendix A. It will appear throughout the text that, with regularization theory in mind, conditionally positive definite (cpd) kernels arise quite naturally. We have transferred all parts dealing with cpd kernels to Appendix B, where we present an extension of the kernel framework to cpd kernels.

1.3. Related work

Most of the mathematical results of this paper are not the authors’ original work, but have been mentioned in different contexts before. Our contribution is to reformulate them in a unified, easily understandable framework, the simple language of finite domains. Furthermore, we reinterpret them to highlight parallels between kernel methods and linear stochastic DES.

There is a large body of literature on kernels and DES in many different communities, and we only cite some relevant books containing overviews of their respective fields as well as further references. Many machine learning-related facts about kernels and regularization methods are taken from Ref. [8], as well as Ref. [23] for the Bayesian interpretation. Sources in the statistics literature in- clude [24,25], and in approximation theory [26]. For an overview of linear stochastic dynamical systems and their estimation we refer to Ref. [27].

The connection between stochastic processes and splines was first explored in Ref. [28]. It is also well known that thin-plate/cubic splines minimize the second derivative [29,26]. Connections between regularization operators and kernel functions are explained in Refs. [20,30], and general linear operator equations are solved with GPs in Ref. [31]. A unifying survey of the theory of kernels, RKHSs, and GPs has been undertaken by Ref. [32]. However, they do not use finite domains, which complicates their study and they do not mention the link with differential or operator equations. Approaches that directly employ kernel methods towards the estimation of stochastic DE models are proposed in Refs. [33,34].

2. Notation

We consider functions $f : \mathcal{X} \to \mathbb{R}$, where the domain $\mathcal{X}$ is a finite set, $|\mathcal{X}| = N$. When considering dynamical systems we will typically set $\mathcal{X}$ to be an evenly discretized interval and assume $N$ to be large. Other examples of finite domains are discretized regions of higher dimensional spaces, but also finite sets of graphs, texts, or any other type of objects.

We denote by $\mathcal{H}$ the space of all functions $f : \mathcal{X} \to \mathbb{R}$, fully described by the $\mathbb{R}^N$-vector $f = (f(x_1),\ldots,f(x_N))^T$. Vectors and matrices are denoted in bold font, but if an element of $\mathcal{H}$ is thought of as a function from $\mathcal{X}$ to $\mathbb{R}$, we use the corresponding normal font character. For points $x_i \in \mathcal{X}$ we define location functions by $\delta_{x_i} = (\delta_{ij})_{j=1,\ldots,N}$, where $\delta_{ij}$ is the Kronecker symbol. The inner product of these with a function $f \in \mathcal{H}$ yields $\delta_{x_i}^T f = f(x_i)$. Thus, location vectors correspond to Dirac-delta functions centred at the point $x_i$ for continuous, infinite domains.

Linear operators $G : \mathcal{H} \to \mathcal{H}$ are isomorphic to matrices in $\mathbb{R}^{N \times N}$. Therefore, any function $g : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ uniquely determines a linear operator $G : \mathcal{H} \to \mathcal{H}$ through $G(y_i) = \delta_{x_i}^T G \delta_{x_j} = g(x_i,x_j)$ and vice versa. The columns of $G$ will be noted by $G_{x_i}$; they are real-valued functions on $\mathcal{X}$. For a set $X = \{x_i\}_{i=1,\ldots,m} \subseteq \mathcal{X}$ of points, $G_{X}$ will denote the $m \times m$ submatrix of $G$ corresponding to $X$.

3. The kernel framework

In non-parametric regression, we are given observations $(x_i,y_i) \in \mathcal{X} \times \mathbb{R}$, $i=1,\ldots,m$, $m \leq N$, and the goal is to predict the value $y_x$ for arbitrary test points $x \in \mathcal{X}$. SVR estimates a prediction function $f : \mathcal{X} \to \mathbb{R}$, $y_x = f(x_x)$, as the minimizer of a functional like

$$\min_{f \in \mathcal{H}} \|Rf\|^2 + C \text{Loss}([f(x_i),y_i,f(x_i)])_{i=1,\ldots,m}. \tag{1}$$

On the one hand, $f$ should be close to the observed data as measured through a loss function $\text{Loss} : ((\mathcal{X} \times \mathcal{X} \times \mathbb{R})^m)^m \to \mathbb{R}$. On the other hand, $f$ should be regular as measured by the regularization operator $R : \mathcal{H} \to \mathcal{H}$, where $R$ is any finite dimensional Hilbert space. These two objectives are relatively weighted through the regularization parameter $C$. Note that SVMs also use the same setting for binary classification. The classes are represented as $y = \pm 1$. First a real-valued function $f : \mathcal{X} \to \mathbb{R}$ is estimated and then thresholded to obtain the binary class predictions. Unlike radial basis function networks [20,35], SVMs use the hinge loss $\text{Loss}((y(x)-1)_+,|x|_+ = 0$ otherwise.

Many questions arise around objective (1). How are $\|Rf\|^2$ and the commonly used function space norm $\|f\|_{\mathcal{H}}^2$ related? This will lead to the notion of RKHSs. The N-dimensional problem (1) can be solved using a smaller $m$-dimensional equivalent involving kernel functions. But how does $R$ relate to the chosen kernel function? Can one interpret (1) in a Bayesian way? For example, with the help of GPs? The current section will answer the above questions in a simple, yet precise way for finite domains. We will furthermore show the interrelations between the terms mentioned above.

Throughout the main part of this paper we assume that $R$ is a one-to-one operator. This will lead to a framework with positive definite kernels. If $R$ is not one-to-one, cpd kernels arise. All definitions and theorems derived for the positive definite case in the current section are extended to the cpd case in Appendix B.

3.1. Regularization operators, kernels, RKHS, and GPs

Fig. 3 depicts the most common objects in the kernel framework.

We will explain them below, starting with the covariance operator. The covariance operator is not commonly used in the kernel literature, but we introduce it as a useful abstraction in the centre of the framework. While it does not in itself have a special meaning, it helps us to unify the links between the other “leaf” objects. With the covariance operator in mind, the reader may then easily derive additional direct links.
Definition 1 (Covariance operator). A covariance operator \( K \) is a positive definite matrix of size \( N \times N \), i.e. for all \( f \in \mathcal{H}, f \neq 0 \), it is \( f^T K f > 0 \).

A first interpretation of the covariance operator which gives \( K \) its name is given through its use in GPs.

**Definition 2 (Gaussian process).** A GP is a distribution over all functions \( f : X \rightarrow \mathbb{R} \) such that for any linear functional \( w : \mathcal{H} \rightarrow \mathbb{R} \) the value \( w(f) = w^T f \) is a real-valued, normally distributed random variable.

This definition taken from Ref. [21] is tailored to the case where \( f \) is infinite dimensional, and no Lebesgue density exists in \( \mathcal{H} \). For finite \( X \), it simply implies that the distribution has a density \( p_K(f) \) over the functions in \( \mathcal{H} \), and that this density is a multivariate Gaussian. Note that this means that in the finite dimensional setting, distributions over functions can be described via standard multivariate distributions. Given a covariance operator \( K \) we can define a special zero mean GP by

\[
p_K(f) = N(0, K) \propto \exp\left(-\frac{1}{2} f^T K^{-1} f \right).
\]

Conversely, given a GP, its covariance matrix is a valid positive definite covariance operator.

The covariance operator also allows one to define another well-known object.

**Definition 3 (Kernel function).** A symmetric function \( k : X \times X \rightarrow \mathbb{R} \) is called a positive definite kernel function, if for all subsets \( X \subseteq X \), \( X = \{x_1, \ldots, x_m\}, m \leq N \), and all \( 0 \neq \mathbf{x} \in \mathbb{R}^m \), it holds that

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} x_i x_j k(x_i, x_j) = \mathbf{x}^T K_X \mathbf{x} = \left( \sum_{i=1}^{m} x_i \delta_{x_i} \right)^T \left( \sum_{j=1}^{m} x_j \delta_{x_j} \right) > 0.
\]

By definition, kernel functions give rise to a positive definite covariance operator \( K_f \). Further, a covariance operator \( K \) defines a kernel function through \( k(x_i, x_j) = K_{ij} = \delta_{x_i}^T K \delta_{x_j} \), since positive definiteness of \( K \) implies that \( K_{ij} \), too, is positive definite for all \( X \subseteq X \).

Kernel functions naturally lead to the definition of specially adapted function spaces.

**Definition 4 (Replicating Kernel Hilbert Space).** A Hilbert space \((\mathcal{F}, \langle ., . \rangle) \subseteq \mathcal{H}\), of functions \( f : X \rightarrow \mathbb{R} \) is called a RKHS, if the evaluation functionals \( \delta_{x_i} : \mathcal{H} \rightarrow \mathbb{R} \) defined by \( \delta_{x_i}(f) = \delta_{x_i}^T f = f(x_i) \) are continuous for all \( x_i \in X \), i.e. \( |\delta_{x_i}(f)| \leq C ||f||_S \) for all \( f \in \mathcal{F} \).

As for the definition of GPs, this formulation of the definition of RKHSs is tailored towards the continuous domain case. The definition ensures that point evaluations of functions in \( \mathcal{F} \) are well-defined, which is not obvious for functions on continuous domains, for example, \( L^2 \) functions. Well-defined point evaluations are, of course, necessary for machine learning methods that deal with point-wise data measurements. In the finite domain setting, the definition of RKHSs is quite trivial. It implies that \( \mathcal{H} \) with any inner product \( \langle ., . \rangle \) is an RKHS, also with the usual \( L^2 \) inner product. The proof is found in Appendix C, together with the proof of the following lemma which summarizes some useful results about RKHSs.

**Lemma 5.** The following statements hold for RKHS \((\mathcal{H}, \langle ., . \rangle)\):

1. There exists a unique element \( S_{x_i} \in \mathcal{H} \) for each \( x_i \in X \), the representer, such that
   \[
   \delta_{x_i}(f) = f(x_i) = \langle S_{x_i}, f \rangle
   \]
   for all \( f \in \mathcal{H} \). This property is called the reproducing property.
2. The function \( s : X \times X \rightarrow \mathbb{R} \) defined by \( s(x_i, x_j) = \langle S_{x_i}, S_{x_j} \rangle \) is a positive definite kernel function in the sense of Definition 3.
3. Any inner product \( \langle f, g \rangle \) can be uniquely expressed in the form \( f^T T g \), where \( T \) is a positive definite operator.
4. \( s(x_i, x_j) = T_{ij}^{-1} \) or equivalently \( S = T^{-1} \).
5. The kernel \( s \) defines the inner product \( \langle ., . \rangle \) uniquely.

The above lemma implies that for a given covariance operator \( K \) one can define an RKHS \((\mathcal{H}, \langle ., . \rangle)\) by setting

\[
\langle f, g \rangle_K = f^T K^{-1} g.
\]

Then the representer of this RKHS is identical with the kernel function \( K_{ij} \) derived from \( K \) via \( k(x_i, x_j) = K_{ij} \). Since the relation between kernel and inner product is unique, one could also construct a unique valid covariance operator from a given RKHS.

The definitions so far have been purely technical, but we can give them a practical meaning when considering them in conjunction with a regularization operator as used in the SVR objective (1).

**Definition 6 (Regularization operator).** A regularization operator \( R : \mathcal{H} \rightarrow \mathcal{H} \) is a one-to-one linear operator. Here, \( \mathcal{H} \) is any finite dimensional Hilbert space.

If we use \( K = (R^T R)^{-1} \), then by Lemma 5 it is

\[
||f||_K^2 = f^T K^{-1} f = f^T R (R^T R) f = ||R f||^2.
\]

That means that if \( ||R f|| \) measures the regularity of \( f : X \rightarrow \mathbb{R} \), then the RKHS norm exactly equals the regularity measure. In the SVR objective (1) regular functions are thus preferred over less regular ones. Furthermore, the related GP is

\[
p_K(f) = N(0, K) \propto \exp\left(-\frac{1}{2} ||R f||^2 \right)
\]

implying that under this distribution regular functions are more likely than less regular ones. The most likely functions are those which exactly fulfill the regularity/model equation

\[
R f = 0.
\]

Note that since \( R \) is assumed to be one-to-one, only the zero function can fulfill the model equation exactly. Non-vanishing functions
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Table 1
Summary of the objects of the positive definite kernel framework and their interrelations

<table>
<thead>
<tr>
<th>Entity</th>
<th>Symbol</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel function</td>
<td>( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} )</td>
<td></td>
</tr>
<tr>
<td>( k_{ij} )</td>
<td>( : \mathcal{X} \rightarrow \mathbb{R} )</td>
<td></td>
</tr>
<tr>
<td>( K(x_i, x_j) )</td>
<td>( = k_{ij} \times \delta_{ij} )</td>
<td></td>
</tr>
<tr>
<td>Covariance op.</td>
<td>( K : \mathcal{H} \rightarrow \mathcal{H} )</td>
<td></td>
</tr>
<tr>
<td>( K_{ij} )</td>
<td>( = k(x_i, x_j) )</td>
<td></td>
</tr>
<tr>
<td>( K = (K_{ij}) )</td>
<td>( = \text{Cov}_{\mathbf{p}K}(f(x_i), f(x_j)) )</td>
<td></td>
</tr>
<tr>
<td>Covariance op.</td>
<td>( \mathbf{R} : \mathcal{H} \rightarrow \mathcal{H} )</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{R} = \sqrt{K^T} )</td>
<td>( \text{not unique} )</td>
<td></td>
</tr>
</tbody>
</table>

\( \text{Cov}_{\mathbf{p}K}(x_i, x_j) \) denotes the covariance between \( x_i \) and \( x_j \) under a distribution of \( \mathcal{X} \) with density \( p(x) \). If the arguments are vectors, the corresponding covariance matrix is meant.

violate this equation by an amount that is determined by the structure of \( \mathbf{R} \). If non-trivial functions are to be considered fully regular, i.e., if \( \| \mathbf{R} f \| = 0 \), then \( \mathbf{R} \) cannot be one-to-one. This case is discussed in Appendix B.

Given a covariance operator \( \mathbf{K} \), we can compute an associated regularization operator \( \mathbf{R} \) as \( \mathbf{R} = \sqrt{\mathbf{K}^T} \). However, note that if we transform \( \mathbf{R} \) to \( \mathbf{K} \) in this way we will not necessarily recover the same regularization operator we started from. The original \( \mathbf{R} \) does not have to be quadratic and even if it is, taking the root would set all originally negative eigenvalues of \( \mathbf{R} \) to positive.

The objects of the kernel framework and their interrelations are summarized in Table 1.

3.2. Support vector machines

With the above definitions the SVR objective (1) can be rewritten as

\[
\min_{f \in \mathcal{H}} \| f \|_{\mathcal{H}}^2 + C \text{ Loss}(x_i, y_i, f(x_i)) = 1, \ldots, m. \tag{3}
\]

This optimization problem over the whole function space \( \mathcal{H} \), i.e., over \( N \) variables where \( N \) is potentially large, can be reduced to a much smaller \( m \)-dimensional optimization problem using kernel functions. To see this, we will derive the famous representer theorem in two steps. The proofs are found in Appendix C.

The first step, which is interesting in itself, shows a general property of RKHSs: Any function in an RKHS can be decomposed into a set of kernel functions and its \( \mathcal{H} \)-orthogonal complement. If the complement is understood as a function from \( \mathcal{X} \) to \( \mathbb{R} \), then it has function value zero at all kernel centres.

Lemma 7. Given distinct points \( \mathbf{X} = \{ x_i | i = 1, \ldots, m \}, m \leq N \), any \( f \in \mathcal{H} \) can be uniquely written as \( f = \sum_{i=1}^{m} \varphi_i K_{x_i} + \rho \), \( \varphi \in \mathbb{R}^m \), where \( \rho \in \mathcal{H} \) satisfies the conditions \( \rho(x_i) = (K_{x_i}, \rho) = 0 \), \( i = 1, \ldots, m \).

The second step then is as follows.

Theorem 8 (Representer theorem). Given \( m \leq N \) distinct points \( \mathbf{X} = \{ x_i | i = 1, \ldots, m \} \) and labels \( \{ y_i | i = 1, \ldots, m \} \subseteq \mathcal{X} \) the minimizer \( f \) of Eq. (3) has the form \( f_{\mathbf{x}} = \sum_{i=1}^{m} \alpha_i K_{x_i} \), \( \alpha \in \mathbb{R}^m \), and minimizes the expression

\[
\mathbf{x}^T K_{\mathbf{x}} \mathbf{a} + C \text{Loss}(x_i, y_i, f_{\mathbf{x}}(x_i)) = 1, \ldots, m^* \tag{4}
\]

If the loss is convex, \( \mathbf{a} \) is determined uniquely.

Remark. \( f \) can also be expanded in another function system, say \( f = \sum_{i=1}^{m} \beta_i \mathbf{M} c_i \mathbf{M} + \text{Loss}(x_i, y_i, f_{\mathbf{c}}(x_i)) \). Then \( \min_{\mathbf{c} \in \mathbb{R}^m} \| \mathbf{M} \mathbf{c} \| = \| \mathbf{M} \| \| \mathbf{c} \| \) is the optimization problem corresponding to Eq. (1), see e.g. Refs. [25,36]. This is also a convex problem and can sometimes be solved very efficiently if, for example, compactly supported basis functions are used [36]. However, one only finds the optimal solution within the span of the selected basis functions. A globally optimal solution in \( \mathcal{H} \) would, in general, require \( L = N \) basis functions. Furthermore, \( M_{ij} = \phi_j \mathbf{1} R \phi_i \) has to be computed for all \( i, j \) which could be challenging.

3.3. GP inference

The SVR objective (1) can also be interpreted from a Bayesian perspective. Assume a two-step model where firstly a latent function \( f : \mathcal{X} \rightarrow \mathbb{R} \) is drawn from the GP prior \( \mathbf{p}K(f) \) with covariance operator \( \mathbf{K} \), and where subsequently the measurements are determined from this function as described by a local likelihood \( p(y|f) = \mathbf{p}(y|f(X)) \), where \( y = (y_1, \ldots, y_m)^T \) and \( X = (x_1, \ldots, x_m) \). A common example of a local likelihood is the i.i.d. likelihood, that is, \( p(y|f) = \prod_i p(y_i|f(x_i)) \). The posterior for local likelihoods is

\[
p(f|y,X) \propto p(y|f)p_{\mathbf{p}K}(f) \propto p(y|f(x)) \exp\left(-\frac{1}{2} \| \mathbf{R} f \|_2^2 \right),
\]

and the maximum a posteriori (MAP) estimate is

\[
\arg \max_p p(f|y,X) = \arg \min_{f \in \mathcal{H}} \frac{1}{2} \| \mathbf{R} f \|_2^2 - \log p(y|f(X)).
\]

So if one can identify \( -\log p(y|f(X)) \) with \( \text{Loss}((x_i, y_i, f(x_i))) = 1, \ldots, m \), which is possible, for example, for the common squared loss, then SVR is just a MAP estimate of a GP model. Note, however, that in some well-known cases such as, for example, the hinge loss, this identification is in a strict sense not possible. The resulting likelihood would not be normalizable with respect to \( y \). Nevertheless, if one is willing to work with unnormalized models, the equivalence holds in general. The qualitative meaning of the prior is the same in any case.

Bayesian statistics is typically not only interested in the MAP estimate of \( f(x_i) \) but in the full predictive distribution,

\[
p(f(x)|y,X) \propto \int p(y|f(X)) p(f|y) \, df = \int p(y|f(X)) \, df.
\]

Here, we have used the notation that for every set \( I = \{ x_i, \ldots, x_k \} \subseteq \mathcal{X} \), \( df \) means \( df(X_I) \ldots df(X_k) \). Because of the local likelihood we can then split the \( N - 1 \) dimensional integral as follows:

\[
p(f(x)|y,X) \propto \int p(y|f(X)) \left( \int p_{\mathbf{p}K}(f) \, df_{X\setminus\{x\}} \right) \, df_{X\setminus\{x\}}
\]

So if an analytic expression of the marginal \( p_{\mathbf{p}K}(f_{X\setminus\{x\}}) \), which is independent of the data, could be computed, then only an \( m \)-dimensional integral would have to be solved for inference. Such an expression is given in the following theorem, which just expresses a standard property of Gaussian distributions. Since it reduces the work from \( N \) dimensions to \( m \) dimensions similar to the representer theorem 8, one could call it the Bayesian representer theorem.

Theorem 9. Given \( m \leq N \) distinct points \( \mathbf{X} = \{ x_1, \ldots, x_m \} \subseteq \mathcal{X} \) the GP \( p_{\mathbf{p}K}(f) \) has the marginals

\[
p_{\mathbf{p}K}(f_X) = \frac{1}{\sqrt{(2\pi)^m |K_X|}} \exp\left(-\frac{1}{2} f_X^T K_X^{-1} f_X \right) = \mathcal{N}(0, K_X).
\]

This property is often used to construct GPs: Given a kernel function \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) one stores the values corresponding to \( X \) into
a square matrix $K_X$ and sets $p(f_X) = N(0, K_X)$. Using standard formulas for conditioning Gaussian distributions and block-partitioned matrix inversion one can show that this construction is consistent, i.e. for all $X' \subseteq X$, $X' \cap X^c = \emptyset$ it holds that $p(f_{X'}) = f_p(f_{X\setminus X'}) \cdot p_X$. By Kolmogorov’s extension theorem, or by simply using $X = \mathcal{X}$ in our finite dimensional case, this yields a GP on all of $\mathcal{X}$.

3.4. Vector-valued regression

Consider now regression from $\mathcal{X}$ to $\mathbb{R}^n$, $n > 1$. We will show that the kernel framework explained above can be easily extended to this case. The function space of all functions $f : \mathcal{X} \to \mathbb{R}^n$ will be denoted by $\mathcal{H}^n$. We can represent such a function as a vector $f$ in $\mathbb{R}^{n|\mathcal{X}|}$. Denoting the component functions by $f^i : \mathcal{X} \to \mathbb{R}$ it is $f = (f^1 \cdots f^n)^T$.

The standard inner product in $\mathcal{H}^n$ is $\langle f^i, g^j \rangle = f^i(x) g^j(x)$. Linear operators $A : \mathcal{H}^n \to \mathbb{R}^n$ are isomorphic to $\mathbb{R}^{n|\mathcal{X}| \times (n|\mathcal{X}|)}$ matrices.

**Theorem 10.** The function space $\mathcal{H}^n$ is isomorphic to the space $\tilde{\mathcal{H}}$ of all functions from $\mathcal{X} \times \{1, \ldots, n\}$ to $\mathbb{R}$.

This obvious theorem includes all we need in order to work with vector-valued functions: As $\mathcal{X}$ is a finite set, so is $\mathcal{X}$. All the above theory on kernels, regularization operators, and GPs applies. For example, using the regularization operator $R : \mathcal{H}^n \to \mathcal{H}$, the corresponding kernel function is

$$ k(x_i, x_j)^m = k((x_i, l), (x_j, m)) = \delta_{x_i}^T (R^n R)^{-1} \delta_{x_j}^m, \quad (5) $$

To construct a sensible regularizer $R$, a similarity measure between points in $\mathcal{X}$ is needed. Since in many applications it is not clear how to compare different components of $f$, it is common to use a block-diagonal regularizer $R = \text{diag}(R^1, \ldots, R^n)$, i.e. regularizing each component separately. The corresponding kernel function then has the vector form

$$ K_{X^m}^I = (0, \ldots, 0, K_{X^m}^I, 0, \ldots, 0)^T, $$

with the individual kernel functions $K_{X^m}^I = (R^I R^I)^{-1} \delta_{x_i}^m$ in the corresponding components. The joint covariance matrix $K$ is block-diagonal in this case. If the loss/likelihood term does not imply a dependence between different components, such as, for example, the quadratic loss, then each dimension can be treated separately. However, there are also numerous situations where a joint regularization makes sense. Examples are shown in the next section.

The theory as described here was mentioned in Ref. [32], Ref. [37] introduces a slightly different formalism employing operator-valued kernel functions in this context. However, the derived representer theorem is equivalent to the simple approach presented here.

Note that one could also reorder the entries in $f$; for example, we could define $f = (f(x_1)^T, \ldots, f(x_N)^T)^T$. While in this section we have used a special notation for vector-valued functions in order to highlight the differences, we will from now on use normal vector notation also for vector-valued functions to keep the notation simple.

3.5. Inhomogeneous regularization

As shown in the next section, there are numerous cases where one would like to have $|Rf - u|$, $u \neq 0$, as the regularizer in the SVR objective (1) or equivalently use non-zero means for GPs.

Since for $f = 0$, $|Rf - u| = |u| = 0$, $|Rf - u|$ cannot be used as a norm in an RKHS. To circumvent this problem, note that since $R$ is assumed to be one-to-one $R^{-1} u$ exists uniquely and can be computed without regard to the measurement data. We can then base any inference on $f = f - R^{-1} u$, adapting the loss term appropriately. The regularization term then reads $|Rf| = |Rf - u|$, which represents a true norm for $f$. The kernel framework can now be applied as described above.

4. Kernels and DEs

SVR and GP inference both use an a priori model that can be expressed in the form

$$ Rf \approx 0, \quad (6) $$

Functions $f : \mathcal{X} \to \mathbb{R}$ which fulfill Eq. (6) to a high degree as measured by $\|Rf\|$, the two-norm of the residual, are preferred to functions that significantly violate the equation.

In this section we discuss a common choice for $R$, namely linear stochastic DEs. If the input domain is one-dimensional, one speaks of ordinary differential equations (ODEs) or dynamical systems, and for multivariate input these are PDEs. Since this paper is restricted to finite domains, the term DE should be understood as meaning finite difference equations throughout. In most cases, the differences are negligible for discretization steps that are sufficiently small.

Linking DEs and kernel machines is useful both from a machine learning perspective as well as from a perspective focused primarily on work with DEs.

From a machine learning point of view, stochastic DEs can be seen as an ideal prior model. They describe local properties of the function $f$, that is, how the function value at one point relates to function values in the neighbourhood. On a global level, stochastic DEs do not constrain the function very much, because small local noise contributions can add up over longer distances. Thus, this prior is well-suited to situations where we a priori do not know much about the global structure of the target function, but we assume that locally it should not vary too much or only in a certain predefined manner.

From a DE point of view, it is useful to have all the machinery of kernel methods at hand. With these, one can estimate the state/trajectory of the DE model, that is, the function described by the DE. One can also estimate the DE or its parameters, a task commonly known as system identification. Both problems are ubiquitous throughout natural science, statistics and engineering.

4.1. Linear state-space models

Linear state-space models are the most common models in the class of ODEs, or dynamical systems [27]. They are classically given as

$$ \begin{align*}
    x_i &= A x_{i-1} + B u_i + \epsilon_i^P, & i = 1, \ldots, N - 1 \\
    y_i &= C x_i + D u_i + \epsilon_i^M, & i = 1, \ldots, N - 1.
\end{align*} \quad (7) \quad (8) $$

The model equation (7) states that the hidden states $x_i \in \mathbb{R}^n$ follow a stochastic difference equation with external user-defined control $u_i \in \mathbb{R}^m$ and i.i.d. process noise $\epsilon^P_i$, which is Gaussian-distributed with mean zero and covariance $\Sigma_P$. The likelihood of the measurements $y_i \in \mathbb{R}^m$ is defined via Eq. (8). The measurements are linear combinations of the state and the control with additive i.i.d. Gaussian measurement noise $\epsilon^M_i$ with mean zero and covariance $\Sigma_M$. The initial state $x_0$ is independently Gaussian-distributed with mean $\mu_0$ and covariance $\Sigma_0$. Note that the assumption that the process noise is Gaussian-distributed is in fact a very natural one if the finite difference equations ought to be discretizations of a continuous stochastic model. In this case, the distribution of a finite difference model
should not depend on the discretization step size. Suppose we split one interval into \( M \) smaller steps; then the joint process noise in this interval is \( \sum_{i=1}^{M} \tilde{e}_i^{(p)} \), where the \( \tilde{e}_i^{(p)} \) are i.i.d. random variables. If the variance of the \( \tilde{e}_i^{(p)} \) is finite, then the sum will have a Gaussian distribution for large \( M \), regardless of the distribution of the \( \tilde{e}_i^{(p)} \). Thus, if the process noise has finite variance, the only valid distribution that can be refined on an ever smaller grid is the Gaussian distribution.

We now interpret the state-space model in terms of the kernel framework.

**Theorem 11.** The linear state-space model (7) defines a GP over trajectories \( x : \mathcal{X} \rightarrow \mathbb{R}^n \), \( \mathcal{X} = \{0, \ldots, N-1\} \). Mean and covariance for \( i, j \in \mathcal{X} \) are given as

\[
\begin{align*}
\mu_l &= \mathbb{E}(x_l) = A^l \mu_0 + \sum_{i=1}^{l} A^{l-i} B u_i, \\
K_{ij} &= \mathbb{E}((x_l - \mu_l)(x_j - \mu_j)^T) = A^l \Sigma A^{l^T} + \sum_{i=1}^{\min(l,j)} A^{l-i} \Sigma A^{l-i^T}. 
\end{align*}
\]

**Proof (Dynamical systems view).** Since all (conditional) distributions of the \( x_i \) are Gaussian, so is the joint distribution of \( x : \mathcal{X} \rightarrow \mathbb{R}^n \), i.e. it is a GP. Furthermore, it is

\[
x_i = A^i x_0 + \sum_{l=1}^{i} A^{i-l} B u_l + \epsilon_i^{(p)}. 
\]

Using the independence assumptions, Eqs. (9) and (10) follow. \( \square \)

**Proof (Kernel view).** Eq. (7) can be written equivalently as

\[
\begin{pmatrix}
\Sigma_0^{-1/2} \\
\Sigma_p^{-1/2} \\
\vdots \\
\Sigma_p^{-1/2}
\end{pmatrix}
\begin{pmatrix}
1 & -A & 1 \\
\vdots & \vdots & \vdots \\
1 & -A & 1
\end{pmatrix}
\begin{pmatrix}
x_0 \\
x_1 \\
\vdots \\
x_N-1
\end{pmatrix}
= x
\]

where the deviances \( \epsilon \in \mathbb{R}^{N+1} \) are i.i.d. Gaussian-distributed with mean zero and covariance one. Since, for any initial state \( x_0 \) there exists exactly one solution of the system, i.e. one trajectory \( x \) that follows Eq. (7), the \( \mathcal{R} \) thus constructed is one-to-one and defines a valid regularization operator. Using the theory from Section 3, the model is then equivalent to a GP with mean \( \mu = \mathcal{R}^{-1} u \) and covariance \( K = (\mathcal{R}^T \mathcal{R})^{-1} \). Formulas (9) and (10) can be verified by checking that \( \mathcal{R} \mu = u \) and \( K(\mathcal{R}^T \mathcal{R}) = (\mathcal{R}^T \mathcal{R}) K = 1 \). \( \square \)

The GP equivalent to Eq. (7) has the density

\[
p(x) \propto \exp(-\frac{1}{2} \| \mathcal{R} x - u \|^2).
\]

This expression has a nice, simple interpretation: trajectories \( x \) that follow the model DE (7) are a priori the most likely functions \( x : \mathcal{X} \rightarrow \mathbb{R}^n \), and deviations from the equation are penalized quadratically.

So far, we have shown that linear state-space models define GP distributions on trajectories \( x : \mathcal{X} \rightarrow \mathbb{R}^n \). Whether any GP can be written as a linear state-space model depends on whether the reader considers models with state dimension \( N \)—or infinite state dimension in the continuous case—as valid state-space models. An introduction to infinite dimensional systems can be found in Ref. [38]. Imagine an arbitrary GP \( p(z) = \mathcal{N}(\mu, K) \) for \( z : \mathcal{X} \rightarrow \mathbb{R} \). One could simply set \( x_0 = z, \mu = \mu, \Sigma_0 = K, \) and then propagate with \( A = 1, u_0 = 0, \) and \( \Sigma = 0 \). Alternatively, one could use the decomposition \( p(z) = p(x_0)p(z_1 | z_2), \ldots, p(z_{N-1} | z_0), \ldots, p(z_{N-2}) \) to formulate a state-space model. Since for arbitrary covariances \( K \), we cannot assume special Markov properties, we would need again an \( N \)-dimensional state-space to represent the GP. For special \( K \), however, this construction may allow one to exploit Markov properties of the GP, and thus a representation with a much lower state dimension.

### 4.2. Linear DEs and the Fourier transform

Kernel methods are often motivated via regularization in the Fourier domain [8]. At the same time, derivative operators reduce to simple multiplications in the Fourier domain. This leads us to examine more closely the connection between DEs and Fourier space penalization in this section.

Assume, \( \mathcal{X} \) to be the discretized real line, i.e. \( \mathcal{X} = \{i/h | i = 1, \ldots, N \} \), \( h > 0 \), and let \( \mathcal{L}(\zeta) = \sum_{l=0}^{\infty} a_l \zeta^l \) be an \( n \)-th order polynomial. Consider the linear ODE

\[
\mathcal{L}(D) f = \sum_{l=0}^{n} a_l D^l f = 0,
\]

where \( D \) is the first derivative operator and \( f : \mathcal{X} \rightarrow \mathbb{R} \). For the remainder of the chapter we will assume periodic boundary conditions, allowing the use of the discrete Fourier transform to express the derivative operator. Periodic systems are in general not causal, since random events in the future could propagate forward to influence the past. However, for stable linear systems these effects can be neglected for large enough domains, because the contribution of any state onto future state values decays to zero eventually.

The natural formulation of the Fourier transform in terms of complex exponentials requires the use of complex-valued linear algebra. For ease of presentation we have omitted this so far, however, all definitions and theorems can also be formulated with complex numbers, as sketched in Appendix A. We will also assume that \( \mathcal{L}(D) \) is one-to-one. Unfortunately, there are common examples where this is not the case, e.g. for the second derivative used for thin-plate splines. Regularization with non-one-to-one operators requires the use of the cpd kernels as described in Appendix B. For discrete \( \mathcal{X} \), a straightforward approximation of the continuous derivative is the approximate derivative operator \( D \) given as follows in the case of periodic boundary conditions,

\[
D = \frac{1}{h} \begin{pmatrix}
-1 & 1 & & \\
-1 & -1 & 1 & \\
& \ddots & \ddots & \ddots \\
& & -1 & 1 & -1 \\
& & & 1 & -1
\end{pmatrix}
\]

\( D \) can be diagonalized in the Fourier basis, \( D = \sum_{k=1}^{N} w_k u_k u_k^T \), where \( w_k = 1/h \exp(i(2\pi N/k) - 1) \) and \( u_k = \exp(i(2\pi N/k) ) \). It is well-known that functions of \( D \) can be computed by applying equivalent operations to the eigenvalues of \( w_k \). In particular, the corresponding kernel function then is

\[
l(x_l, x_m) = \frac{1}{\mathcal{L}(D)^T \mathcal{L}(D)} = \mathcal{K}^+(\mathcal{L}(D)^T \mathcal{L}(D))^{-1} \delta_{xm}
\]

\[
= \sum_{k=1}^{N} \delta_{lk} u_k \frac{1}{w_k^2} \delta_{xm}
\]

\[
= \sum_{k=1}^{N} \frac{1}{|w_k|^2} \exp\left(\frac{2\pi}{N} k(l - m)\right).
\]
Thus, the kernel \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) is the (discrete) Fourier transform of \( g(w) = 1/L(w_k)^2 \). Since \( g \) is real-valued, the Fourier transform of it is also real and additionally symmetric. The corresponding kernel function is then real-valued and only depends on the distance between \( x_i \) and \( x_{ij} \), \( d = |i - j| \), that is, it is translation-invariant.

Let us motivate Eq. (12) from a regularization point of view. High derivatives are described by polynomials \( L(\tilde{z}) \) of high order, in which case \( \| Du_k^p \|^2 = \sum_0^p u_k ||L(w_k)||^2 u_k^p \) strongly penalizes high frequencies. The corresponding kernel then contains few high frequency components and is thus relatively smooth.

One can also discuss the reverse derivation from a translation-invariant kernel function on \( \mathcal{X} \) to a differential regularization operator. Translation-invariance implies that the covariance operator \( K \) is diagonal in the Fourier basis. In order to derive a DE, invert the eigenvalues of \( K \), take the square root, and interpolate the result by a polynomial of at most degree \( N \). Eq. (12) then yields the model that is implicitly used when performing regression with this kernel. A famous example is the Gaussian kernel, \( k(x_i,x) \propto \exp(-|i-j|^2 \sigma^2) \). The discrete Fourier transform is difficult to compute analytically in this case, so we approximate it with its continuous counterpart for large \( N \) and small step sizes. The continuous Fourier transform of a Gaussian is again a Gaussian with variance \( \sigma^{-2} \). Inverting and taking the square root, we derive a function \( \exp((\sigma^2/4)w^2) \), whose Taylor expansion is \( L(w) = \sum_0^\infty (\sigma^2/2n!n!) w^{2n} \). Replacing \( w \) by the derivative \( \partial_x \), we re-derive the result of Ref. [20]. They state that the Gaussian kernel is equivalent to regularization with derivatives of all (even) orders,

\[
R = \sum_{n=0}^\infty \frac{\sigma^{2n}}{2^n n!} D^{2n}.
\]

A larger \( \sigma \) leads to a stronger penalization of high derivatives, i.e. to smoother functions.

The introduction of the Fourier transform above also leads to a discrete version of Bochner’s theorem [39]. While the original theorem in continuous domains deals with positive semi-definite functions, we can make a stronger statement involving positive definiteness for finite domains: A translation-invariant function \( t \) in continuous domains deals with positive semi-definite functions, whereas the discrete version of Bochner’s theorem [39] provides a stronger statement involving positive definite functions. While the original theorem involved positive definite functions, we can make a stronger statement involving positive definite functions. While the original theorem involved positive definite functions, we can make a stronger statement involving positive definite functions.

4.4. State estimation and system identification using kernels

Both GP and SVR regression can be interpreted as optimal state estimators if the kernel is chosen with respect to a DE as described above. Both methods try to minimize the deviation of the estimated trajectory from the true trajectory \( \mathbf{Rf} = 0 \) and at the same time try to minimize the distance to the measured data points, where the distance is measured either through a loss function in the SVR case or through a likelihood in the probabilistic setting. An optimal trade-off between these two targets is determined by a kernel that minimizes the marginal likelihood, that is, the complete likelihood of the training data and latent function \( f : \mathcal{X} \rightarrow \mathbb{R} \) marginalized over the latents. Since each DE can be related to a specific kernel function, optimizing for the best kernel in a class of kernels derived from DEs is an equivalent to choosing the most appropriate DE model for the given data set. More formally, assume, for example, that we are interested in a DE model for the form

\[
L_\theta(D)f = \sum_{i=0}^{d_0} \partial_{i+1}D^i f = 0.
\]

Optimizing for the best parameters \( \theta \) of the corresponding kernel function \( K_\theta = (L(D)^T L(D))^{-1} \) is equivalent to determining the best differential model of the above form.

The possibility of using kernel machines to estimate the state and the parameters of DEs has been noticed by Ref. [33] in a spline context, and by Ref. [34] who use SVR and cross-validation.

Before discussing the practical implications of this matter, we present some examples highlighting the kernel framework and its connections to DEs.

5. Examples

5.1. The pendulum—state estimation

Consider again the pendulum in Fig. 2. According to Newton’s third law, the free motion dynamics of the angle of the pendulum is approximately described by the second-order linear DE

\[
ml^2 \ddot{\phi}(t) + \lambda \dot{\phi}(t) + mg\phi(t) = 0,
\]

where \( m \) is the mass of the pendulum, \( l \) the length, \( g \) the gravitational constant and \( \lambda > 0 \) a damping factor. Eq. (20) is only approximately correct for two qualitatively different reasons. Firstly, it is only the linearization around the rest position of a truly nonlinear DE. The true gravitational effect is \( mg \sin(\phi(t)) \) which for small \( \phi(t) \) is similar to \( mg\phi(t) \). Secondly, there may be many, potentially random influences on the pendulum which are not known or cannot in principle be observed. For example, the viscosity of the surrounding air could change slightly due to local temperature changes, or more drastically a by-passer could simply hit the pendulum. Both model mismatch and stochastic influences can be modeled as process noise in a stochastic DE system, rendering this a versatile model.

Fourier space method: The pendulum equation (20) can be written in the operator form

\[
L(\partial_x) f(x) = (c_0^2 + c_1 \partial_x + c_2 l) f(x) = 0,
\]

where \( L : \mathcal{X} \rightarrow \mathcal{X} \) is the identity operator. We discretize an input interval into \( N = 4096 \) steps and apply the Fourier framework from Section 4.2 to derive a translation-invariant kernel \( k(x_i,x) = (L(D)^T L(D))^{-1} \). The resulting kernel and a GP regression with this kernel for the pendulum data in Fig. 2 (right) is shown in Fig. 4.
Fig. 4. (left) Kernel function $k(x_i, \cdot)$ derived from the differential equation (20) describing a pendulum. Fourier space transforms with periodic boundary conditions were used. The resulting kernel is translation invariant, $x_i$ is chosen in the middle of the interval. (middle) The 50 data points from Fig. 2, denoted by black crosses, are regressed using a Gaussian process with the pendulum kernel, left, and a Gaussian i.i.d. likelihood. The solid red line denotes the mean of the posterior GP, the shaded area plus–minus one marginal standard deviation of the function values. The dashed black line shows the true sample path from which the data points were generated. (right) GP regression with a standard Gaussian kernel yields comparable results in regions where many data points are observed, while a GP regression with a kernel adapted to the pendulum is able to nicely follow the true sample path (middle). While a GP regression with a standard Gaussian kernel yields comparable results in regions where many data points are observed, it performs much worse in the middle where no observations are recorded. This can be explained as follows. Since the a priori model of $f$ in terms of a stochastic DE, $\mathbf{K} f = \epsilon \sim \mathcal{N}(0, \sigma_f^2 \mathbf{I})$, allows violations of the exact DE $\mathbf{R} f = 0$, multiple observations can override the model. However, in regions with no observations the prior is more important. Since the Gaussian kernel encodes for the wrong prior model (17) its predictions are especially bad in these regions.

State-space view: The pendulum equation (20) can equally be written as a state-space model with a two-dimensional state, $n = 2$. Then it is

\[
\begin{align*}
A &= \h \begin{pmatrix} 0 & 1 \\ -\lambda/m^2 & -g/l \end{pmatrix} + 1, & C &= (1, 0), & B &= D = 0, \\
K &= \begin{pmatrix} 0 & \sigma_f(p)_2 \\ \sigma_f(p)_2 & \sigma_f(M)_2 \end{pmatrix}, & H &= \sigma(M)_2,
\end{align*}
\]

where we used $N = 4096$, $h = 0.003$, $\mu_0 = (0.2, 0.1)^T$, $\Sigma_0 = 10^{-5} \mathbf{I}$, $\lambda/m^2 = 25$, $g/l = 1$, $\sigma_f(p)_2 = 0.085$, and $\sigma_f(M)_2 = 0.02$. The data samples for the pendulum—see Fig. 2 (right)—were drawn from this model.

The covariance operator for this state-space model computed by Eq. (10) is colour-coded in Fig. 5 (left). Observe the oscillations when fixing a row or column which corresponds to fixing a kernel centre $x_i$ and observing the kernel function $K_{x_i}$. Fig. 5 (middle) shows the marginal posterior mean and variances when performing GP regression using the kernel from the left figure and the data from Fig. 2 (right). Note that the results are up to numerical errors identical to the solution of a Kalman smoother [40], as shown in Fig. 4 (right). This fact is discussed in more detail in Section 6.

Observe that the GP regression with the kernel adapted to the pendulum is able to nicely follow the true sample path (middle). While a GP regression with a standard Gaussian kernel yields comparable results in regions where many data points are observed, it performs much worse in the middle where no observations are recorded. This can be explained as follows. Since the a priori model of $f$ in terms of a stochastic DE, $\mathbf{K} f = \epsilon \sim \mathcal{N}(0, \sigma_f^2 \mathbf{I})$, allows violations of the exact DE $\mathbf{R} f = 0$, multiple observations can override the model. However, in regions with no observations the prior is more important. Since the Gaussian kernel encodes for the wrong prior model (17) its predictions are especially bad in these regions.

State-space view: The pendulum equation (20) can equally be written as a state-space model with a two-dimensional state, $n = 2$. Then it is

\[
\begin{align*}
A &= h \begin{pmatrix} 0 & 1 \\ -\lambda/m^2 & -g/l \end{pmatrix} + 1, & C &= (1, 0), & B &= D = 0, \\
K &= \begin{pmatrix} 0 & \sigma_f(p)_2 \\ \sigma_f(p)_2 & \sigma_f(M)_2 \end{pmatrix}, & H &= \sigma(M)_2,
\end{align*}
\]

where we used $N = 4096$, $h = 0.003$, $\mu_0 = (0.2, 0.1)^T$, $\Sigma_0 = 10^{-5} \mathbf{I}$, $\lambda/m^2 = 25$, $g/l = 1$, $\sigma_f(p)_2 = 0.085$, and $\sigma_f(M)_2 = 0.02$. The data samples for the pendulum—see Fig. 2 (right)—were drawn from this model.

The covariance operator for this state-space model computed by Eq. (10) is colour-coded in Fig. 5 (left). Observe the oscillations when fixing a row or column which corresponds to fixing a kernel centre $x_i$ and observing the kernel function $K_{x_i}$. Fig. 5 (middle) shows the marginal posterior mean and variances when performing GP regression using the kernel from the left figure and the data from Fig. 2 (right). Note that the results are up to numerical errors identical to the solution of a Kalman smoother [40], as shown in Fig. 4 (right). This fact is discussed in more detail in Section 6.

Fig. 5. (left) The covariance matrix derived from the differential equation describing a pendulum (20) using a state-space formulation with initial condition. Since the state-space is two-dimensional the kernel function has for each position pair $i, j$ four entries. Two entries describe the covariance within each component, the two others the cross-covariances. (middle) Gaussian process regression using the kernel from the left figure and the 50 data points from Fig. 2. The solid red line denotes the mean of the posterior GP, the shaded area plus–minus one marginal standard deviation for the function values. The dashed black line is the original sample path. (right) Equivalent results produced by a Kalman smoother.

Fig. 6. The negative log marginal likelihood of a Gaussian process regression for the pendulum data set in Fig. 2. Different parameters $c_2$ are used for the pendulum-adapted kernel in Fig. 4. The minimum of the negative log marginal likelihood is obtained for $c_{2,\text{min}} = 27.5$, the true value is $c_{2,\text{true}} = 25$.

5.2. The pendulum—parameter estimation

In Fig. 6 we show results from a simple system identification task, i.e. determining the parameter $c_2$ of the pendulum model (21). We use the pendulum kernel in Fig. 4 and maximize the marginal likelihood of a GP regression model for the optimal value of $c_2$, where $c_1$ is assumed to be known. The maximum is attained for a value $c_2$ close to the true model. We also computed the marginal
Harmonic regularization

\begin{equation}
R = \begin{pmatrix}
D_1^1 \\
D_2^2
\end{pmatrix}
\end{equation}

Thin-plate spline regularization

\begin{equation}
R = \begin{pmatrix}
D_1^1 D_2^1 \\
D_1^2 D_2^1 \\
D_1 D_2^2 \\
D_2 D_2^2
\end{pmatrix}
\end{equation}

This results in 
\[ \|Rf\|^2 = f^T \Lambda f, \]
where 
\[ \Lambda = D_1^T D_1 + D_2^T D_2 \]
is the (discrete) Laplace operator. Functions minimizing this expression, the so-called harmonic energy, effectively minimize the graph’s area and are thus very common in many fields of research, especially computer graphics [41]. Since constant functions are not penalized by \( R \), the cpd framework for non-one-to-one \( R \) has to be used in this case, see Appendix B. Postponing a more detailed discussion, the most important change here is to use the pseudoinverse instead of the inverse for deriving the kernel, 
\[ K = (R^T R)^{-1}. \]
This operation is easily performed using the two-dimensional fast Fourier transform.

The thin-plate splines energy penalize the Hessian of \( f : \mathcal{X} \to \mathbb{R} \), that is, all second derivatives,
\[ R = \begin{pmatrix}
D_1^1 D_2^1 \\
D_1^2 D_2^1 \\
D_1 D_2^2 \\
D_2 D_2^2
\end{pmatrix}. \]

The energy leaves linear functions unpenalized, thus we again have to use the cpd framework and correspondingly the pseudoinverse.

In Fig. 7, we show the resulting kernels for harmonic and thin-plate spline regularization. Furthermore, we show results of approximating five randomly chosen data points with a GP regression with the respective kernels. Note that the harmonic kernel is sharply peaked, but the regression output stays in the convex hull of the training output values, the famous mean value property of harmonic maps. The thin-plate spline solution is much smoother, but occasionally overshoots the training values.

Fig. 7. For a two-dimensional domain \( \mathcal{X} \) with periodic boundary conditions, the kernel functions \( R_h \) for harmonic and thin-plate spline regularization are shown in the top row. \( x_i \) is chosen in the middle of \( \mathcal{X} \). Below we show the mean of a GP regression with these kernels and five data points, denoted as black stars.
Ref. [44] and Ref. [45] use them in GPs on finite image domains for image super-resolution. The graph Laplacian is also equivalent to graphical model message-passing algorithms [47]. Since all these models perform optimal state estimation in the state-space model as do kernel methods such as GP regression or SVR, however, the output of an SVR will be identical to the mean estimate of a Kalman smoother. It is interesting to note that even without considering equivalence of the underlying model assumptions, kernel methods can be related to Kalman filter-like algorithms. For dynamical systems, the matrix $R^T R$, whose inverse yields the covariance operator, is block-tridiagonal. Ref. [48] propose an algorithm to invert such matrices in linear time using a forward–backward scheme that is closely reminiscent of the Kalman smoother algorithm.

Considering system identification for linear ODEs, there exist many different algorithms in the control community such as sub-space identification, Fourier space methods or prediction error methods [27]. Statisticians classically use expectation maximization (EM), which maximizes the marginal likelihood of the model, that is, the likelihood of the observed outputs given the parameters with the hidden states integrated out. The marginal likelihood can be efficiently computed using a Kalman smoother. As for the case of system estimation, all these methods are at least qualitatively equivalent to kernel machine model selection algorithms. The marginal likelihood is also used in GP regression for kernel selection. The cross-validation error can be seen as an approximation of the negative marginal likelihood or the prediction error, which also links SVR regression to this picture.

Since we have argued above that kernel methods are largely equivalent to standard algorithms for treating DEs, we might ask in which context may one benefit from using kernel methods. Kernel methods are to be understood here as algorithms that explicitly compute the kernel function and that perform batch inference by minimizing/integrating an expression of the dimension $m$, where $m$ is the number of measured data points. Conversely, all classical algorithms work sequentially, performing inference without explicitly computing the kernel function.

For one-dimensional problems, that is, ODEs or dynamical systems, Kalman filter or graphical model-based methods concentrate on the chain-like structure of the model. They give rise to many $O(N)$ algorithms for computing marginal means, marginal variances or the marginal likelihood, where $N$ is the number of discretization steps. For such models the Kalman filter algorithm is also equivalent to graphical model message-passing algorithms [47]. Since all these models perform optimal state estimation in the state-space model as do kernel methods such as GP regression or SVR, the results of the two types of methods are identical. The Kalman filter can be interpreted as just an efficient way of computing GP regression exploiting the special features of (low-dimensional) linear state-space models. SVR is slightly different in that it typically uses an $\epsilon$-insensitive linear loss function [8] which corresponds to a different likelihood model. For a quadratic loss, however, the output of an SVR will be identical to the mean estimate of a Kalman smoother.

5.4. Graph Laplacian

Since graph domains are naturally finite, graph-based learning is a good example of where the finite domain kernel framework directly applies without the need for discretization.

The graph Laplacian is an approximation of the true Laplacian $\Delta$ on graphs [42]. Kernels on graphs based on the graph Laplacian are described by Ref. [43], they are used for semi-supervised learning by Ref. [44] and Ref. [45] use them in GPs on finite image domains for image super-resolution. The graph Laplacian $\Delta_G$ for a graph $G=(E, V)$ with edges $E$ and vertices $V$ is given by $\Delta_G = D - W$, where $W_{ij}$ is the weight of edge $(i, j) \in E$, 0 if $(i, j) \notin E$, and the degree matrix $D$ is diagonal with entries $D_{ii} = \sum_{j} W_{ij}$. We use an $\epsilon$-neighbourhood graph constructed from 40 random points in $[0, 1]^2$, $\epsilon = 0.2$, i.e. $(i, j) \in E$ if and only if $|x_i - x_j| < \epsilon$. Edge weights $W_{ij}$ are set as $W_{ij} = \exp(-(|x_i - x_j|^2)/\epsilon^2)$.

As in the above section, setting $R^T R = \Delta_G$ leads to the problem that $\Delta_G$ is not one-to-one. Functions $f$ constant on a connected component have $f^T \Delta_G f = 0$, a fact commonly used in spectral clustering [46]. Thus, in order to derive a kernel we again use the pseudoinverse. For more details see Appendix B.

Fig. 8 shows the resulting kernel function $K_{x_i}$. The closer a point is to $x_i$ the larger its corresponding kernel values. Equivalently, under the corresponding GP prior the correlation of the function value at a certain point with the function value at $x_i$ is the stronger the closer the point is to $x_i$. Note that the distance is measured in terms of the geodesic distance intrinsic to the graph, not the Euclidean distance of the embedding space.

6. Discussion

We have shown that common linear DE models can be flawlessly integrated into the kernel framework and that trajectory/state estimation and system identification can both be performed with kernel machines such as SVR or GP regression. However, there are already many well-established algorithms for state estimation and system identification. In this section, we discuss how kernel methods relate to these standard methods, and when one should prefer which type of algorithm.

State estimation in the linear state-space model described in Section 4.1 is classically dominated by the Kalman filter/smooother [40] and its variants [27]. For such models the Kalman filter algorithm is also equivalent to graphical model message-passing algorithms [47]. Since all these models perform optimal state estimation in the state-space model as do kernel methods such as GP regression or SVR, the results of the two types of methods are identical. The Kalman filter can be interpreted as just an efficient way of computing GP regression.
using the state-space model, the kernel is given explicitly by Eq. (10). One advantage of the kernel view for dynamical systems is that it yields direct access to all pairwise marginal distributions, even for non-neighbouring points, which is not obvious with sequential algorithms.

For multidimensional problems, that is, in PDEs, the kernel method’s view on the joint problem is more useful in practical terms, since message-passing is difficult due to many loops and is not guaranteed to yield the optimal solution [47]. However, in this case, too, the kernel cannot be computed analytically but has to be derived either through a fast Fourier transform or, in the worst case, through matrix inversion, which scales like $O(N^3)$. If one aims at estimating the whole latent function $f : \mathbb{X} \to \mathbb{R}$, then direct optimization of problem (1) may be advantageous in comparison with computing the kernels first and then optimizing the kernelized problem. For example, in graph-based learning one typically solves the estimation problem directly in the so-called primal. However, if the graph were given in advance and the labels of the nodes were only uncovered at a later time, it would be advantageous to precompute the kernel functions, since regression to yield all of them is not guaranteed to yield the optimal solution [47]. However, in this case, through matrix inversion, which scales like $O(N^3)$, one could then be performed in $O(m^2)$ instead of $O(N^3)$.

In sum, one could say that the connection between kernels and DEs will typically not yield faster or better algorithms, except in a few special cases. However, it may help to gain deeper theoretical understanding of both kernel methods and DEs. For example, the connection presented shows that given a state-space model and measurements, the posterior covariances between states at different time points are not dependent on the observations; they are simply given through the covariance matrix $K$. This insight is not obvious from looking at the Kalman update equations. Conversely, the existence of an $O(N)$ inversion algorithm for tridiagonal matrices is not surprising when formulating the inversion in terms of a Kalman filter state estimation problem.

6.1. Nonlinear extensions

This paper has so far solely focused on linear DEs or equivalently on linear regularizer operators. However, there is great interest in nonlinear models in many fields, and it is natural to ask whether any of the insights presented above carry over to such a situation.

The disappointing answer is that most of the results are critically dependent on the linearity assumption. If $R$ is not a linear operator, then $\|RF\|$ does not define a norm. Also, interpreting the kernel as the Green’s function of $RF$, that is, the solution of $RFKx = \delta_{x_0}$, does not make sense, since the solution of nonlinear differential problems $RF = u$ cannot in general be represented in terms of a linear sum of such Green’s functions as in the linear case. Also, corresponding probability distributions over functions $f : \mathbb{X} \to \mathbb{R}$ are then, in general, not Gaussian any more, and often cannot be described through an analytic expression at all.

Kernel methods are sometimes used for nonlinear systems, typically in the form that $x_{t+1} = f(x_t)$, where $f : \mathbb{R}^N \to \mathbb{R}^N$ is described by a kernel regression. However, such kernel methods should not be mixed up with the type of kernels we discussed here, since in this paper the kernels were functions of time, not of the preceding state. Furthermore, such one-step-ahead prediction with kernels is not associated with a Gaussian process over trajectories in $\mathcal{M}$, nor does it yield an SVR problem of type (1) over trajectories.

While these are strong negative statements, the dual view of DEs—either in terms of local conditional distributions or more kernel-like as joint distributions over whole functions—may still help to shape intuitions for the nonlinear case and may help to develop new approximate inference algorithms. For example, [49] investigate the joint $N$-dimensional state distribution of a nonlinear DE, and approximate it using an $N$-variate GP distribution corresponding to a lower order linear DE. Their key calculation is motivated in finite dimensions and is then extended to continuous domains. Conversely, one could also ask whether sequential inference schemes for nonlinear DEs such as the extended Kalman filter, the unscented Kalman filter [50], or sequential Monte Carlo methods [51] can be transferred to other, potentially multivariate, nonlinear kernel-like problems.

7. Conclusion

We have presented a joint framework for kernels, RKHSs, Gaussian processes and regularizer operators. All these objects are closely related to each other. Given the theoretical framework, it is natural to see stochastic linear DEs as important examples of regularization operators. We have discussed ordinary as well as partial linear differential equations.

While the exposition is kept simple through the use of the finite domain assumption, note that most results also hold for infinite/continuous domains and we hope the readers will be able to realize this when making comparisons with existing work. An exact treatment for infinite, continuous domains often requires advanced mathematical machinery [21,22,26], and we have thus concentrated on the finite dimensional case, which mostly yields qualitatively similar results.

A good understanding of all the mentioned interrelations between different methods and communities will help the readers to select suitable algorithms for specific problems and may guide their intuition in developing new methods, for example, for dealing with nonlinear DEs. One potential future application may be to explore the meaning of kernel PCA [19] for kernels derived from dynamical systems, which to our knowledge has not yet been studied.

Appendix A. Complex-valued functions and kernels

For finite domains $\mathbb{X}$, complex-valued functions $f : \mathbb{X} \to \mathbb{C}$ are isomorphic to elements in $\mathbb{C}^N = \mathcal{M}$. Some basics of linear algebra in $\mathbb{C}^N$ are as follows: Set $f^* = f^T$. The inner product in $\mathbb{C}^N$ is $f^*g = \sum_{i} f(i) \bar{g}(i)$ and thus satisfies $f^*g = g^*f$. A matrix $A$ is called symmetric or hermitian, if $A^* = \overline{A} = A$. Hermitian matrices have real eigenvalues $\lambda_i$ and an orthogonal basis of eigenfunctions $\{u_i\}_{i=1, \ldots , N}$, thus $f^*A f$ is real for any $f \in \mathcal{M}$.

Complex-valued algebra does not interfere with the kernel framework. All definitions, theorems and proofs of Section 3 hold if the functions are understood as complex-valued and the appropriate inner product is used. For example the positive definite kernel condition then states that $\sum_{i,j} \Re r_{ij}K(x_i, x_j) > 0$, where the sum is real-valued, since $K$ is a hermitian matrix by assumption. We will not be more explicit here, but just state the following theorem, that shows that the complex-valued theory consistently reduces to the real-valued one described in Section 3, if all involved entities are in fact real.

Theorem 12. With the notation of the SVR objective (3) and the Representer theorem 8 the following holds: if the observation values $\{y_i\}_{i=1, \ldots , m}$ and the kernel $K$ are real-valued and the loss term is a non-decreasing function of $|y_i - f(x_i)|$, then the function $f_{\cal X} : \mathbb{X} \to \mathbb{C}$ minimizing (3) is real-valued and additionally all coefficients $\alpha$ in Theorem 8 are real.

Proof. Assume $f = f_{\cal R} + if_{\cal I} \in \mathcal{M}$. $f_{\cal R}, f_{\cal I} \in \mathbb{R}$. Then
\[ \|f\|_K^2 = \|f_{\cal R}\|_K^2 + \|f_{\cal I}\|_K^2 + 2\Re \langle f_{\cal R}, f_{\cal I}\rangle = 0, \text{ as } K \text{ is real} \]
is minimized for $f^3 = 0$. Similarly, the loss is minimized for $f^3 = 0$, since the loss of $||f(x) - y||^2 = (\delta_k f^R - y)^2 + (\delta_k f^S)^2$ is by assumption larger that the loss of $||f(x) - y||^2$. Thus the combined minimum is attained for $f^3 = 0$. It is $f_X = K_X x$ and $K_X$ is real and positive definite, thus one-to-one. It follows that $f_X \in \mathbb{R}^m$ requires $x \in \mathbb{R}^m$. □

**Appendix B. The cpd world**

Regularization operators $K^c$ which are not one-to-one motivate the use of the cpd framework. For example, regularizing with the first derivative yields zero penalty for all constant functions, thus $K^c$ cannot be one-to-one in this case.

Most kernel results in Section 3 can be extended to cpd kernels. However, special care has to be taken of the null space of the regularization operator. The description in this section will use the complex-valued setting as introduced in Appendix A above.

**B.1. The pseudoinverse**

Consider a hermitian matrix $A$ with orthonormal eigendecomposition $A = \sum \lambda_i u_i u_i^*$. If $A$ is not one-to-one, i.e. $\exists \lambda : \lambda_i = 0$, then we can define the (Moore–Penrose) pseudoinverse of $A$ by

$$ A^+ = \sum \lambda_i^{-1} u_i u_i^*. $$

**Lemma 13.** For $A$ as above and $P = \sum \{ \lambda_i = 0 \} u_i u_i^*$ the orthogonal projection from $\mathcal{H}$ to the null space $\mathcal{N}$ of $A$, we have

1. $(A^+)^* = A^+$;
2. $AA^* A = A$, $A^* AA^+ = A^+$, and $A^* A = 1_{\mathcal{N}^\perp}$;
4. If $(1-P)A(1-P)$ is positive definite on $\mathcal{N}^\perp$, then $(1-P)A^+(1-P)$ is also positive definite on that subspace.

**B.2. The cpd kernel framework**

Fig. B1 depicts the most common objects for the cpd setting in parallel to Fig. 3. The structures and interrelations are very similar to the positive definite case, see Section 3.1, but a non-empty null space of $K^c$ requires a few changes.

Throughout this section we will assume that the regularization operator $R^c : \mathcal{H} \rightarrow \mathcal{N}$ is an arbitrary operator from $\mathcal{H}$ to some linear space $\mathcal{N}$. We do not assume that it is one-to-one. We denote its null space of dimension $0 \leq M \leq N$ as $\mathcal{P}$ and let $P$ be the orthogonal projection from $\mathcal{H}$ to $\mathcal{P}$. If $K^c$ is not one-to-one, neither is $R^c K^c$, and we cannot define the covariance operator as the inverse of this matrix. Instead, we redefine the covariance operator $K^c$ to be a symmetric positive semi-definite matrix, i.e.

$$ f^* K^c f \geq 0, \quad \forall f \in \mathcal{H}. \tag{B.1} $$

The covariance operator is then related to the regularization operator $R^c$ as

$$ K^c = (R^c K^c)^+. \tag{B.2} $$

Note that the null space of $K^c$ is also $\mathcal{P}$. The corresponding Gaussian process $p_{K^c}(f)$ has the form

$$ p_{K^c}(f) = N(0, K^c) \propto \exp(-\frac{1}{2} |f^* R^c f|^2), \tag{B.3} $$

where $N(\ldots)$ is an unnormalized Gaussian density. If the dimension $M$ of the null space is greater than zero, then $p_{K^c}(f)$ cannot be normalized since the density is constant in the directions of $\mathcal{P}$, $||R^c p|| = 0$ for $p \in \mathcal{P}$. However, an unnormalizable prior may nevertheless be useful and lead to a valid posterior, if the likelihood constrains possible functions $f$ enough.

We define a semi-inner product $(\ldots)^+_c$ by

$$ (f, g)^+_c = f^* R^c g = f^* K^c g. \tag{B.4} $$

A semi-inner product is an inner product which is only positive semi-definite, the corresponding semi-norm $||\cdot||_c$ is also only positive semi-definite. The tuple $(\mathcal{H}, (\ldots)_c)$ is then not a Hilbert space, we follow Ref.[26] and call it a native space.

$(\mathcal{H}, (\ldots)_c)$ can be converted into an RKHS in two ways: firstly, by restricting the function space to $(\mathcal{P}^\perp, (\ldots)_c)$, the second alternative is to extend the inner product to $(f, g)_c = (f, g)_c + f^* P g$, such that $(\mathcal{H}, (\ldots)_c)$ is an RKHS.

When discussing cpd kernel functions there are some additional subtleties not encountered in the positive definite case.

**Definition 14.** A symmetric function $K^c : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{C}$ is called cpd with respect to the linear space $\mathcal{P} \subseteq \mathcal{H}$, if for all distinct points $x_1, \ldots, x_m \in \mathcal{X}$, $m \leq N$, and all $0 \neq x \in \mathcal{C}$ with

$$ \sum_{j=1}^m z_j K^c(x_j, x_j) = \sum_{j=1}^m z_j p^* \delta_x = 0, \quad \forall p \in \mathcal{P} \tag{B.5} $$

we have that

$$ \sum_{i=1}^m \sum_{j=1}^m \overline{z_i} z_j K^c(x_i, x_j) = x^* K^c x = \left( \sum_{j=1}^m z_j \delta_x \right)^* K^c \left( \sum_{j=1}^m z_j \delta_x \right) > 0, \tag{B.6} $$

where $K^c$ is the operator given as $K^c_{\delta_x} = K(\delta_x, \delta_x)$.

In other words, if $f = \sum_{i=1}^m z_i \delta_{x_i}$, $x \neq 0$, and $f^* p = 0 \forall p \in \mathcal{P}$, then $f^* K^c f > 0$. Or equivalent but shorter, $K^c$ is positive definite on $\mathcal{P}^\perp$.

It is important to note, that the operator $K^c$ which is composed from the cpd kernel function values is not necessarily equal to the covariance operator $K_c$, and there exists famous counter examples, e.g. thin-plate spline kernel functions. The definition of a cpd kernel function with respect to $\mathcal{P}$ just implies that $K^c$ be positive definite on $\mathcal{P}^\perp$, it does not make any claim about the behaviour on $\mathcal{P}$. For example, thin-plate spline kernels [26] yield matrices $K^c$ which
have \( f^* K_c f < 0 \) for some \( f \in \mathcal{P} \). This contradicts the positive semi-definiteness assumption of the covariance operator \( K_c \), which was enforced since surely \( \| f \|_{K_c}^2 = |\langle K_c f, f \rangle| \geq 0 \) for all \( f \in \mathcal{H} \).

This problem can be circumvented by setting

\[
K_c = (1 - P)K_c(1 - P). \tag{B.7}
\]

Due to the projection step the assignment of a cpd kernel function to a covariance operator is not unique. If \( \{p_i\}_{i=1}^{m} \) is an orthonormal basis of \( \mathcal{P} \), then Eq. (B.7) implies that

\[
K^\delta_c = \delta_{x_i}(1 - P)K_c(1 - P)\delta_{x_j} = \delta_{x_i}(1 - P)K_c(1 - P)\delta_{x_j} = \sum_{m} P_m(x_i)P_m(x_j).
\]

Note that above we have made an important assumption that does not in general hold for infinite domains and thus requires a slightly different formalism when extended to this setting. We have assumed that an \( L_2 \)-type inner product exists in \( \mathcal{H} \). While we could restrict the space of functions \( \mathcal{H} \) to \( L_2(\mathcal{X}) \) for infinite domains, this is not natural for our purposes. Since we aim at regularizing with \( \| K f \| \) we only need this expression to be well defined. We do not need that \( f \) itself has a finite \( L_2 \) norm, it could be an element of a larger space than \( L_2(\mathcal{X}) \). For example, using \( \mathcal{X} = \mathbb{R} \) and regularizing with the first derivative we could include constant functions in \( \mathcal{H} \) even though an \( L_2 \)-type inner product between two linear functions on \( \mathbb{R} \) does not exist. While for finite domains it is trivially \( \mathcal{H} \subseteq L_2(\mathcal{X}) \), Ref. [26] gives an account for more general function spaces \( \mathcal{H} \) and infinite domains. Specifically, he uses a slightly different projection for relating the covariance operator with the kernel function in Eqs. (B.7) and (B.8).

The results of this section are summarized in Table B1.

### Table B1

<table>
<thead>
<tr>
<th>Entity</th>
<th>Symbol</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>cpd Kernel func.</td>
<td>( k_c : \mathcal{P} \times \mathcal{X} \rightarrow \mathbb{C} )</td>
<td>( k_c(x_i, x_j) = K_c )</td>
</tr>
</tbody>
</table>
| Covariance op. | \( K_c : \mathcal{H} \rightarrow \mathcal{H} \) | \( K_c = (1 - P)K_c(1 - P) \).
| Native space | \( \mathcal{X} \subseteq \mathcal{H} \) | \( (\mathcal{P}, \mathcal{X}, \mathcal{H}) \) |
| Gaussian process | \( \mathcal{P} \subseteq \mathcal{H} \) | \( \mathcal{P} \subseteq \mathcal{H} \) |
| Regularization | \( \mathcal{R} \subseteq \mathcal{H} \) | \( \mathcal{R} \subseteq \mathcal{K}^{(\delta)}(x) \), not unique. |

Note that condition (B.10) ensures that \( \sum_{i=1}^{m} z_i \delta_{x_i} \in \mathcal{H} \). Furthermore, it is \( \sum_{i=1}^{m} K_c \delta_{x_i} = K_n \) \( \sum_{i=1}^{m} z_i \delta_{x_i} \), and \( K_c \delta_{x_i} \) and \( K_n \delta_{x_i} \) just differ by an element of \( \mathcal{P} \). Thus, one could replace \( K_c \delta_{x_i} \) in Eq. (B.9) by \( K_n \delta_{x_i} \) without changing the expression. Practically that means that we can work directly with the cpd kernel function when performing SVM regression and do not have to use the more complicated expression (B.8) which includes projections.

**Proof.** The theorem states that \( f(x_i) = \sum_{m=1}^{\infty} z_m K_m \delta_{x_i} + \sum_{j=1}^{M} \beta_j p(x_i), i = 1, \ldots, m \), where \( \sum_{i=1}^{m} z_i p(x_i) = 0, j = 1, \ldots, M \). In matrix notation this is

\[
K_c \mathbf{x} + \mathbf{B} = \mathbf{0},
\]

\[
T^* \mathbf{x} = 0.
\]

\( K_c \mathbf{x} \) is positive definite for all \( \mathbf{x} \) that satisfy the second equation. Multiplying the first equation by \( \mathbf{x} \) yields \( 0 = \mathbf{x}^\top K_c \mathbf{x} + \mathbf{B}^\top \mathbf{B} \mathbf{x} = \mathbf{x}^\top K_m \mathbf{x} \). Due to positive definiteness, we can conclude that \( \mathbf{x} = 0 \) and thus \( \mathbf{B} = 0 \). Since \( X \) is a unisolvent set of points, this implies \( \beta = 0 \).

Returning to the inhomogeneous system (B.12) it can be shown [24] using block matrix inversion theorems that

\[
\mathbf{x} = (K_c^\top + \mathbf{T}^\top \mathbf{T})^{-1} \mathbf{T}^\top \mathbf{B} \mathbf{K}_c \mathbf{f}_X.
\]

\[
\beta = (T^* K_m \mathbf{T}^* + \mathbf{T}^* K_m \mathbf{T})^{-1} \mathbf{T}^* \mathbf{B} \mathbf{K}_m \mathbf{f}_X.
\]

Finally, set \( \rho = f - \sum_{i=1}^{m} z_i \delta_{x_i} + \sum_{j=1}^{M} \beta_j p_j \). \( K_c \mathbf{x} \) is positive definite for all \( \mathbf{x} \) that satisfy the second equation. Multiplying the first equation by \( \mathbf{x} \) yields \( 0 = \mathbf{x}^\top K_c \mathbf{x} + \mathbf{B}^\top \mathbf{B} \mathbf{x} = \mathbf{x}^\top K_m \mathbf{x} \). Due to positive definiteness, we can conclude that \( \mathbf{x} = 0 \) and thus \( \mathbf{B} = 0 \). Since \( X \) is a unisolvent set of points, this implies \( \beta = 0 \).

Using this decomposition, the representer theorem for cpd kernels is straight-forward as in the positive definite case.

**Theorem 17** (Representer theorem). Given distinct, unisolvent points \( X = \{x_i \}_{i=1}^{m} \subseteq \mathcal{X} \), \( m \leq N \), and labels \( \{y_i \}_{i=1}^{m} \subseteq \mathbb{C} \), \( \mathcal{C} \subseteq \mathbb{R} \), the minimizer of

\[
\frac{1}{2} \| f \|^2_{K_c} + C \text{Loss}(\{x_i, y_i, f(x_i)\}_{i=1}^{m}) \tag{B.15}
\]

has the form \( f_{X, \beta} = \sum_{i=1}^{m} z_i \delta_{x_i} + \sum_{j=1}^{M} \beta_j p_j, \mathbf{x} = \mathbb{C}^m, \beta = \mathbb{C}^m \) minimize the expression

\[
\mathbf{x}^\top K_m \mathbf{x} + C \text{Loss}(\{x_i, y_i, f(x_i)\}_{i=1}^{m}) \tag{B.16}
\]

subject to the conditions

\[
\sum_{i=1}^{m} z_i(p_j(x_i)) = 0, \quad j = 1, \ldots, M. \tag{B.17}
\]
B.4. GP inference

The decomposition in Lemma 16 is also the key to compute the marginals of an unnormalized Gaussian process. As in Section 3.3 we will call this the GP representation theorem for the cdp case.

Theorem 18. For \( X \subseteq \mathbb{R} \) unisolvent with respect to \( \mathcal{P} \), the marginal distribution \( p_{\mathcal{P}}(f_X) \propto N(U(0, M^2)) \) under the joint GP \( p_{\mathcal{P}}(f) \propto N(U(0, K^2)) \) is given by

\[
M = K^2_x - K^2_x (T^* K^2_x T)^+ T^* K^2_x, \quad (B.18)
\]

where \( \{p_j\}_{j=1,...,M} \) is a basis of \( \mathcal{P} \) and \( T_{ij} = p_j(x_i) \).

Proof. By Lemma 16 any \( f \in \mathcal{H} \) can be written as \( f = \sum \alpha_j K^2_j + \sum \beta_j p_j + \rho \) where \( p(x_i) = 0, i = 1, ..., m \). Therefore \( \rho \) is independent of \( f_X \). Furthermore with Eq. (B.13) it is

\[
\|f\|_{K^2}^2 = \sum \alpha_j^2 K^2_j + \sum \beta_j^2 + \rho^2 = f^*_{\mathcal{P}}(K^2_x - K^2_x (T^* K^2_x T)^+ T^* K^2_x) f_X + \rho^2.
\]

From that it follows that

\[
\rho(f_X) \propto \int \exp \left( -\frac{1}{2} \|rf\|_{K^2}^2 \right) df_{X \setminus X} \propto \exp \left( -\frac{1}{2} f^*_{\mathcal{P}} M_{\mathcal{P}} f_X \right) \propto \exp \left( -\frac{1}{2} f^*_{\mathcal{P}} M_{\mathcal{P}} f_X \right).
\]

□

B.5. Transitions between the cdp and the positive definite world

Imagine a family of regularization operators \( R_\theta : \mathcal{H} \rightarrow \mathcal{G} \) continuously parameterized by \( \theta \in U \) where \( U \subseteq \mathbb{R} \) is an open neighbourhood of 0. Assume that \( R_\theta \) is one-to-one for all \( \theta \) except for \( \theta = 0 \). Then, for \( \theta = 0 \) we have to use the cdp framework, for \( \theta \neq 0 \) we should use the positive definite scheme. However, the limit of \( K_\theta \) for \( \theta \rightarrow 0 \) is not equal to \( K_{\theta=0} \). The limit does not even exist since in the positive definite case the kernel is the inverse of \( R' \) which diverges for \( \theta \rightarrow 0 \). On the other hand, the SVR objective function

\[
V(\theta, f) = \|R_\theta f\|^2 + C \text{Loss}(\{y_i, f(x_i)\}_{i=1, ..., m}) \quad (B.19)
\]

depends continuously on \( \theta \). Thus one might hope that the minimizer also depends continuously on \( \theta \).

The following theorem which is novel to our knowledge shows that this apparent problem of continuity can be resolved. It shows especially that, while the kernel is diverging for \( \theta \rightarrow 0 \), the SVR solution for \( \theta \neq 0 \) converges for \( \theta \rightarrow 0 \), and that the limiting element is equal to the cdp SVR solution for \( \theta = 0 \).

Theorem 19. Let \( R_\theta : \mathcal{H} \rightarrow \mathcal{G} \) depend continuously differentiable on \( \theta \in U, U \subseteq \mathbb{R}^d \) an open neighbourhood of 0 and let \( R_\theta \) be one-to-one if and only if \( \theta \neq 0 \). Let \( \mathcal{P} \) be the null space of \( R_{\theta=0} \). Furthermore, let \( X = \{x_i \}_{i=1, ..., m} \subseteq \mathcal{X}, m \leq N \), be a set of distinct points unisolvent with respect to \( \mathcal{P} \) with corresponding observations \( \{y_i \}_{i=1, ..., m} \subseteq \mathbb{C} \). The minimizer \( f_\theta = \arg \min V(\theta, f) \) depends continuously on \( \theta \), if \( f \in \mathcal{H} \).

Proof. As a first step note that \( V(\theta, f) \) is strictly convex in \( f \) for all \( \theta \in U \). Both \( \|R_\theta f\|^2 \) and \( \text{Loss}(\{y_i, f(x_i)\}_{i=1, ..., m}) \) are convex with respect to \( f \) for all \( \theta \). If \( \theta \neq 0 \) then \( \|R_\theta f\|^2 \) is strictly convex and so is the sum ("strictly convex + convex = strictly convex"). If \( \theta = 0 \) then \( \|R_\theta f\|^2 \) is constant in the direction of vectors \( \rho \in \mathcal{P} \). However, for these \( \rho \) at least one of the \( p(x_i), i = 1, ..., m \), is not equal to zero since \( X \) is unisolvent. Thus, the loss term is strictly convex with respect to \( \rho \) where \( f_\theta = f + \rho \omega \) and \( \omega \) is the whole objective function.

Since \( V(\theta, f) \) is strictly convex in \( f \) and continuously differentiable, the unique minimum for given \( \theta \) is determined by

\[
F(\theta, f) = \frac{\partial}{\partial f} V(\theta, f) = 0.
\]

By assumption \( F : U \times \mathbb{R}^N \rightarrow \mathbb{R}^N \) is continuously differentiable and \( (\partial F/f)(\theta, f) = (\partial^2 F/\partial f^2) V(\theta, f) \) is invertible since the objective is strictly convex. Using the implicit function theorem [52, p. 292] there exists a continuous function \( f_\theta : U \rightarrow \mathcal{H} \) with \( F(\theta, f_\theta(\theta)) = 0 \).

Given this theorem one could argue that the cdp framework is unnecessary: if the goal is to regularize with a non-one-to-one operator \( R \) one could just use a slightly perturbed version of \( R \) which actually is one-to-one and for which one could use the positive definite framework. The solution of a SVR would then not differ very much from the unperturbed result. However, if \( R' \) is nearly singular the corresponding covariance operator \( K = (R'^{-1})' \) will have some large values. Computations with such a kernel will then be numerically unstable, and it is better to use the cdp framework instead.

Appendix C. Additional proofs

In the finite domains, \( \mathcal{H} \) with any inner product \( \langle \cdot, \cdot \rangle \) is an RKHS, also with the usual \( L_2 \) inner product. To see this note that in \( \mathbb{R}^N \) all norms are equivalent and \( \{d_{\mathcal{H}}(f) = \|f(x)\| \leq \|f\|_{L_1} \leq C \|f\|_{L_2} \). \]

Proof (Lemma 5). (1) Riesz’s theorem.

(2) Since the functionals \( d_{\mathcal{H}} \) are linearly independent, so are their representatives \( S_{x_i} \). Then for \( x \neq 0 \) it is \( \sum_{i=1}^m \sum_{j=1}^m z_i z_j (S_{x_i} S_{x_j}) = \sum_{i=1}^m \sum_{j=1}^m z_i z_j k_{x_i x_j} \) is \( \neq 0 \).

(3) Set \( T_{ij} = d_{\mathcal{H}}(S_{x_i}) d_{\mathcal{H}}(S_{x_j}) \). Then for any \( f = \sum_{i=1}^m \delta_{x_i} S_{x_i} f_{x} \), \( S_{x_i} \delta_{x_i} \), it is \( (f, g) = \sum_{i=1}^m d_{\mathcal{H}}(S_{x_i}) \delta_{x_i} (S_{x_i} f_{x}) (S_{x_i} S_{x_j}) = \sum_{i=1}^m \delta_{x_i} S_{x_i} f_{x} T_{ij} f_{x j} \).

(4) Using the reproducing property on \( R_{\delta_{x_i}} = (S_{x_i} \delta_{x_i}) \), it is \( \delta_{x_i} \delta_{x_j} = \sum_{i=1}^m \delta_{x_i} S_{x_i} f_{x} (S_{x_i} S_{x_j}) = \delta_{x_i} S_{x_i} f_{x} T_{ij} f_{x j} \).

(5) Since necessarily \( S = T^{-1} \) and \( T \) uniquely defines the inner product, the last claim follows. \( \square \)

Proof (Theorem 7). \( f_\theta \) is the sum of a part \( f_s \) in the span of the \( K_{x_i}, x_i \in X \), and the \( K \)-orthogonal complement \( \rho \). The orthogonality condition \( (K_{x_i}, \rho) = 0 \) implies \( \rho(x_i) = 0 \). Since \( K \) is positive definite, so is the submatrix \( K_{x_i} \). Therefore the system \( f_X = K_{x_i} \delta_{x_i} \) is uniquely solvable for \( x \in \mathbb{R}^m \).

Proof (Theorem 8). Following Lemma 7, \( f \) in \( \mathcal{H} \) can be written as \( f = f_s + \rho \) with \( (f_s, \rho) = 0 \). The objective can then be written as \( \|\rho\|_{K^2}^2 + C \text{Loss}(x_i, f_s(x_i))_{i=1, ..., m} \).

The loss term is independent of \( \rho \) because \( \rho(x_i) = 0, i = 1, ..., m \), and thus the objective is minimized for \( \rho = 0 \). Convexity of the loss and the uniqueness of the map between \( f_s \) and \( x \), Lemma 7, imply that the whole objective here is convex in \( x \). Thus, the minimum is unique in this case. \( \square \)
References


